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The synthesis of locally optimal distribution- free decision rule was considered. A new locally optimal rank al-

gorithm that can detect the signals under the influence of different noise is proposed. The effectiveness of the 

proposed algorithm has been proved. 
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Розглянуто синтез локально-оптимального вільного від розподілу вирішувального правила. Запропонова-

но новий локально-оптимальний ранговий алгоритм, який здатний виявляти сигнали при дії різних завад. 

Доведена ефективність запропонованого алгоритму. 

Ключові слова: сигнально-завадова ситуація, рангова обробка сигналів, функція рангів, характеристика 

виявлення.

Introduction 

One of the main problems in the theory and prac-

tice of signal processing is the synthesis of signal 

detection algorithms under prior uncertainty condi-

tions of signal-interference situation (SIS), i.e. when 

the parameters or kind of signal distribution and 

noise mixture are unknown.  

In the theoretical work on statistical signal pro-

cessing P. S. Akimov, B. R. Levin, I. G. Pro-

kopenko, E. A. Kornilyev, Y. G. Sosulin, as well as 

in the works on mathematical statistics J. Hayek, G. 

David, P. Huber there have been suggested the ways 

of efficient algorithms construction in prior uncer-

tainty conditions.  

In many problems of signals detection and pro-

cessing kind the type of the initial observation dis-

tribution is unknown, or may change during the ob-

servation, that’s why the development, research and 

implementation of algorithms that stably operate in a 

wide variety of noise is the urgent task of radio-

location. 

Problem formulation 

SIS priory uncertainty is present in radio systems 

that operate in severe weather conditions, complex 

electromagnetic situation in the electronic counter 

conditions and so on.  

During such systems designing it can not be lim-

ited by any one parametric model of signals and 

noise mixture distribution, or even a certain region 

of this model. The problem has non-parametric 

character and described in terms of nonparametric 

hypotheses.  

To solve this problem it is necessary to find sta-

tistical procedures that could be applied to a wide 

class of distributions. These procedures are called 

distribution-free because their use does not depend 

on the form of the initial distribution. 

The most distribution-free procedures were de-

signed for nonparametric problems, such as hypoth-

esis testing that two continuous distributions are 

identical. Such procedures are often named in the 

literature as nonparametric [1]. However, they can 

be applied for parametric problems solving. Of 

course they will have a slightly lower efficiency than 

the corresponding optimal or adaptive parametric 

procedures, but they provide probability stability of 

the first kind error during very weak restrictions due 

to noise probability distribution, such as continuity 

and independence of sample values. 

The distribution-free procedures can solve a 

number of problems of signal detection during the 

noise effect with a priori uncertain characteristics. 

The main problem of signal detection in non-

parametric formulation can be formulated as a prob-

lem of two samples comparison.  

Hypothesis Н0 that is checked has the next con-

tent: two random samples x1, …, xn and y1, …, ym 

has the same probability distribution, that is they are 

generated by the noise action.  

In case of hypothesis Н0 rejection the decision of 

the signal presence in one of the samples are accept-

ed. (hypothesis Н1) [1]. Various agreement criteria 

(Wilcoxon, Kolmogorov, Smirnov, Mises, chi-

square, etc.), on the basis of  which solving rules of 

hypothesis Н0 testing is synthesized, provide the 

false alarm invariance regardless of the noise distri-

bution. However, the signal detection effectiveness 

using such algorithms is low because they do not 

take into account the distribution law of a signal and 

noise mixture. In general case, the effectiveness of 

distribution-free algorithm depends on the alterna-

tive hypothesis. That’s why, if it is necessary to 

build an effective solving rule or signal detector, it is 

necessary to take into account the signal effect and 

formulate the corresponding alternative hypothesis. 
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Problem solving 

Signal detection efficiency of nonparametric pro-

cedures can be increased by using of locally optimal 

(LO) approach due to detection optimization [2]. 

Herewith the energy signal parameter b is input in 

such way, that at b = 0 the signal disappears and the 

distribution of a signal and noise mixture transform 

to noise distribution.  

In the basis of all distribution-free statistics crite-

ria, lies a ranks vector (1) of signal sample readout        

x1, …, xn relatively to noise sample y1, …, ym [3]. 

)...,,,( 21 nRRRR ,                      (1) 

where Ri — is calculated due to formula (2). 
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Synthesis of robust LO distribution-free rank al-

gorithms of signal detection is based on the research 

of the rank vector distribution in the case of alterna-

tive hypothesis (3), when the sample x1, …, xn con-

tain the signal [1]: 
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and construction of rank solving rule [1]: 
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For the distribution (3) construction it is neces-

sary to know the distribution of signal samples for 

an alternative hypothesis. If f (x, b) one-dimensional 

probability density function for Н1 hypothesis and 

f_(x, 0) — probability density function for the Н0 

hypothesis, then the solving rule (4) will have the 

form (5) [4]. 
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The function meanings of ranks are calculated 

due to formula (6) [1]. 
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where m — number of interference samples relative-

ly to which the rank is calculated; Ri – хі sample 

rank relatively to interference sample; f (x, b) — 

probability density distribution during signal pres-

ence; F(x) — integral function of the probability 

noise distribution. 

Generalized block diagram of LO rank signal de-

tector is shown on Fig. 1 [1]. 

 

 
Fig. 1. Generalized block diagram of local-optimal rank signal detector 

For the LO rank detector synthesis it is necessary 

to find an analytical expression for the rank function 

(6), the type of which depends on the distribution of 

signal and noise mixture. Let consider the situation 

when the sample x1, …, xn belong to a mixture of 

Gaussian noise signal with variance σs
2
 and Gaussi-

an noise with variance σi
2
 and sample y1, …, ym is 

produced by the interference action with a variance 

σi
2
. After the quadratic amplitude demodulation of 

signal its distribution is described by the exponential 

law. If the readout samples are independent, it is 

possible to restrict by one-dimensional probability 

density distribution: 
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where b — parameter that characterize the signal-to-

noise ratio (signal parameter). Then the ranks func-

tion at λ = 1, based on the expression (6) has the 

form: 
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In general case, at finite m and n it is difficult to 

calculate the statistical distribution of the criterion 

(5) for the LO rank after demodulation algorithm of 

noise-type signal.  
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We are being confined by the calculating of the 

first two moments for the null hypothesis. 

Statistics mathematical expectation (5) as a result 

of the same values of ranks probability  
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Due to the independence of signal samples ranks 

and correspondingly terms of the sum (5) the vari-

ance can be calculated by the formula 
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To calculate the detection threshold Vp, which 

provides the necessary probability of false alarm α, 

can be used the central limit theorem of probability 

theory, which allows in the case of large n and m to 

approximate distribution statistics (5) by the Gaussi-

an law. Then the decision threshold is defined by the 

following expression: 

1 1 2pV m A , 

where m1{λ} – mathematical expectation of checked 

statistic; А1-α – quantile of normalized Gaussian dis-

tribution of (1–α) level; μ2{λ} – variance of checked 

statistic. 

Research result 

With the help of MATLAB environment was 

conducted computer modeling of LO rank after de-

modulation algorithm of noise-type signal detection. 

This modeling allowed us to obtain detection charac-

teristics (Fig. 2). Using these characteristics the ef-

fectiveness of the algorithm can be analyzed. 

 
Fig. 2. Detection characteristics of LO rank after demodulation algorithm of noise-type signal detection: 

1 — m = 16, n = 16; 2 — m = 8, n = 8 

 

Simulations showed that with increasing m and n 
values the efficiency of LO rank after demodulation 
algorithm increase.  

So for the parameters m = 8, n = 8 the meaning 
of threshold signal (signal-to-noise ratio under the 
probability of correct detection is 0.9) is 4.5 dB, and 
for m = 16, n = 16 this value is 1.8 dB.  

It should be noted that m and n should be selected 
based on effectiveness indices, which is necessary to 
ensure during real systems design.  

With increased number of samples the require-
ment of processing power systems which should 
provide sufficient detection rate is increased too.  

Recommended minimum values are m ≥ 3 and  
n + m ≥ 20.  

They must ensure the normality of checked dis-
tribution statistics.  

During detection characteristics effectiveness in-
vestigation the developed algorithm was compared 

with the corresponding characteristics of the non-
parametric Wilcoxon detector (Fig. 3–4). 

Analysis of the obtained detection characteristics 
showed that LO rank algorithm is more effective 
than the Wilcoxon rank algorithm. Since the more 
effective is that algorithm which has the higher 
probability of right detection at a lower signal-to-
noise ratio at stable level of false alarms.  

Threshold signals values for the Wilcoxon rank 
algorithm is 13.8 dB for m = 8, n = 8 and 11.1 dB 
for m = 16, n = 16. That is, these values are on  
9.3 dB worse than the corresponding values LO rank 
algorithm. Thus, the concept of local optimality us-
age due to detection optimizing permit to increase 
efficiency of nonparametric rank detection algo-
rithm, while maintaining the main advantage of 
nonparametric algorithms — the independence of 
the false alarms probability from the shape of the 
noise distribution. 
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Fig. 3. Detection characteristics at m = 8, n = 8:  

1 — LO rank after demodulation algorithm; 2 — rank Wilcoxon algorithm 

 

 
Fig. 4. Detection characteristics at m = 16, n = 16:  

1 — LO rank after demodulation algorithm; 2 — rank Wilcoxon algorithm  

 

Conclusions 

1. Considered concept of local optimality permit 

to develop a new LO rank after demodulation algo-

rithm of noise-type signal detection during interfer-

ence action. 

2. The conduct analysis of the obtained detection 

characteristics proved the effectiveness of the LO rank 

signal detection algorithm in comparison with Wilcox-

on nonparametric algorithm. 

3. Application in the developed algorithm signal de-

tection exactly rank procedures allow to provides a 

given level of false alarms. 

4. Application of the proposed algorithm will per-

mit to increase the efficiency and quality of digital pro-

cessing information systems in a prior uncertainty con-

dition of signal-interference situation. 
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