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In this paper, the authors justified and tasked by to development algorithm of the software will perform a passive
attack on the container, as amended by LSB him hidden information. The aim of the task was to automate the
process of passive steganalysis graphics container with the help of statistical pattern recognition theory.

Keywords: information security, steganography, steganalysis, statistical pattern recognition theory, testing the

assumption of normality, algorithm.

Ob6rpynmoeano ma NOCmasieno 3a80aHHs. w000 PO3POOIEHHS AN2OPUMMY NPOSPAMHO20 NPOOYKMY, SAKULL
30TUCHIOBAMUME NACUBHY AMAKY HA KOHMEUHeD, i3 6HeCeHOW 6 Hbo2o Memodom H3B npuxosanoi ingopmayil.
Memoro Oyno asmomamusyeamu npoyec NACUBHOLO CME2AHAHANIZY epaiuHo20 KOHMEUHepy 3d 00NOMO20H

cmamucmuyHoi meopii po3nizHA8aHHs 0opasis.

KnrouoBi cnoBa: 3axuct iHdopmauii, crteraHorpadisi, cTeraHoaHani3, cTaTUCTW4YHA Teopid po3ni3HaBaHHS

obpaasiB, nepesipka HOpManbHOCTI BUBIPKM, anropuTM.

Foreword

Even with optimal conditions for making attack
the task of extracting the hidden message from the
container may be very difficult. We can definitely
confirm about the existence of hidden information
only after its separation in an explicit form.
Sometimes the goal of stegoanalysis is not the
steganography recovery algorithm in general, but the
search, for example, of certain steganography key,
which is used for selection of container bits in
steganography transform.

The main goal of stegoanalysis is the simulation
of steganography systems and its research to give
qualitative and quantitative assessment of reliability
of using of steganography conversion and also
construction of methods of detecting of hidden
information in a container, its minor revision or
destruction.

One of the main tasks of stegoanalysis is the
investigation of possible traces of using of
steganography facilities and development of
methods that allow eliciting facts of their using.
Usage exact steganography transformation requires
from steganography analyzer of individual attention
to his research. Research of massages, which are
hidden by out of many existing steganography
methods, is quite time-consuming process [1].

Analysis of research and publishing

Analyzed sources emphasize the principal
directions of steganography analyzer activity and
help to set a goal of algorithm elaboration and to
classify developed algorithm [1; 2].

Implementation of the algorithm itself due to
statistical pattern recognition theory is described in
the works [3; 4].

Problem statement

Steganography system considered to be broken if
the trespasser, at least, succeeded to prove the
existence of hidden messages in intercepted
container. It is expected that the trespasser is able to
perform all types of attacks and has unlimited
computational capabilities. If he cannot confirm the
hypothesis that secret message is hidden in the
container, the steganography system is deemed to be
stable.

Generally, there are several stages of
steganography system hacking:

e Detection of fact of hidden information
presence.

o Extraction of hidden message.

o Transformation (Modifying) of hidden
information.

e Prohibition on implementing of any
information  transfer, including the hidden
information.

The first two steps refer to passive attacks on
steganography system and the others to the active
(or malicious) attacks.

Insofar as we are interested not so much in the
content of the container as the mere fact of hidden
information presence, it was decided the solution
about the attack on the ground of known
mathematical model of the container or its part [2].

Rationale is that the number of multimedia
traffic, which is handled in modern automated
systems, is growing literally day by day, the
steganography analyzer has a problem of process
automation of stegoanalysis images as the most
common container for information hiding.
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Process automation of stegoanalysis allows more
detailed study only suspect objects; it saves
resources of automated systems.

Statement of basic material

As we know, when hidden information is injected
in image, its statistical performances are suffered. If
we take the hidden information in the container to be
the signal and bit image space, where we added
information by LSB method, to be the information
channel, then we can estimate that without output
signal we will get noise. Hereof we can estimate that
LSB image without added information will make
noise.

In the signal acquisition classical theory against
the noises, signals and noises are described usually
by fully known to characteristics distribution law.
However, in practice we can fulfill these conditions
seldom, especially in the part of priori knowledge of
characteristics. Actually, if the general form of
distribution law of signals and noise is possible to
settle in many cases from common physical or
technical considerations, then, for example, such
characteristics as amplitude or intensity of the signal
and noise, which are depended on the nature of the
modulation, radio conditions, the availability of
external sources, prevent the instability of reception
equipment elements and many other factors, which
are usually a priori unknown. In this case, the direct
usage of the results of the identification classical
theory is difficult, so it is necessary to summarize it.
It is universal in occurrence the case of prior
uncertainty, which can be complete based on the
statistical pattern recognition theory. As a result, we
arrive at the adaptive signal determination against
the noise, which rejects the teach procedure, which
in concerned parametric case is come down to signal
and noise parameter estimation (and in general non-
parametric case — to the estimation of its
distribution laws), and discovery procedure (namely
decision making), wherein instead of signal and
noise parameters itself it is used their estimates
obtained during the teaching [3].

As an algorithm of discovery of hidden
information in graphical container will be used
parametric adaptive signal acquisition against noise.

The terms “adaptation”, “adaptive algorithms”
are widely interpreted. As an adaptive algorithm we
will agree to understand such decision algorithm in
the construction of which it is used the pertaining for
overcoming the prior uncertainty. The leaning
objective is the formation on the basis of the
observed realization of examined assessment process
(fetch) of unknown distribution functions (under the
nonparametric prior uncertainty) or estimation of
unknown distribution parameters of the (under the

priori parametric uncertainty). Then these estimates

are used instead of wunknown probability
characteristics by the synthesis of decision
algorithm.

Thus, adaptive detection algorithms and

differentiation of signals on noise background are
found substitution ally in sufficient statistic of
likelihood ratio resulting from studying of unknown
parameters estimation or unknown likelihood
function.

It can be supervised learning by classified
teaching selection for which it is priori known for
what of the hypotheses belongs each of its elements,
or it can be no supervised leaning by unclassified
observed sample for which statistics are formed,
which are used for decision making [4].

Let us assume, that the random array of image S
(T) (N =20) is fed to the input of the adaptive
detector (Fig. 1), in a normally distributed manner
with unknown average and intensity against the
additive normal noise & which is irrespective of it
with unknown average and intensity.

W e

Fig. 1. Array of images S

Under the statistical pattern recognition theory
specified problem of adaptive detection is a special
case of recognition of one-dimensional normal
collection with unknown and different mean (1) and
variance (2) and is in deciding on belonging of
experimental sample collection (x1, x2, ..., xn) of the
input process to one of two classes s2, which is
characterized by the presence of cumulative process,
formed by the signal and noise with unknown mean
AE = AC + (average variance) and Sl and it is
characterized by single noise with unknown mean
and variance.

Adaptive detector learning procedure consist of
estimation of unknown parameters: mean values of
the total variance and variance of noise (Fig. 2),
under the character and in terms of which are used
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maximum likelihood estimates obtained by
classified training set of class S1 and S2 class.
Further, due to the wavelet transform algorithm,
we remove noise of image, if the image does not
contain hidden information; statistical performance
hardly will change, but if the hidden information is
contained in a container, then its statistical
performance will approach to a clean container.
Further we compare the statistical performance of
the array of images that was forthcoming, with the

221077

performances of an array of cleared
(Fig. 3, 4).

For example, we compare the mass of images
with no present embedded hidden information.

(Fig. 5).
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Fig. 2. Determination of the statistical performance of the array of image
where mean values (1) and variance are calculated (2)
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Fig. 3. Comparative graphs of mean values of clear (a) and cleared array of images (b)
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Fig. 4. Compare forthcoming array with the array of cleared images
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Fig. 5. Compare the array of images without embedded information with the array of cleared images

Due to the data received we define the mean
values threshold averages for class determination to
which the image belongs: S1 — suspected existence
of hidden information, S2 — clear container. Thus
the threshold value C = 4. If C > 4, the image is
classified as S1, C <4 and if it refers to the class S2.

Conclusions

The authors discovered a software algorithm,
making possible to detect the presence of hidden
information in a graphical representation, and to
automate actual process. Algorithm of detection of
hidden information in a graphical container uses
both passive and active stegoanalysis methods that
allow detecting and deleting of hidden information
in the image. Therefore the usage of such algorithm
is reasonable for creation of software tool that will
detect the fact of existence of hidden information.
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